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 displayed altered inclusion of key features, such as DNA binding 
regions, in their protein products.

RESULTS
Raw fragment counts inaccurately estimate changes in expression
Early methods for quantifying gene expression from RNA-seq data 
work by counting the sequencing library fragments that map to the 
exons of each gene and dividing the count for each gene by a scal-
ing factor based on the length of the exons. Expression levels esti-
mated using such approaches are less accurate than later methods27, 
which calculate a gene’s expression level by adding the expression 
values of its alternative isoforms3,16. We refer to the former as ‘raw 
count’ methods and the latter as ‘isoform deconvolution’ methods. 
Current tools for differential gene expression analysis use the raw 
count method, equating the change in a gene’s expression levels with 
the change in the number of fragments originating from it between 
conditions17,20,21,28.

Because the raw count method is not always accurate when calculat-
ing gene expression in a single library, we hypothesized that it would 
be inaccurate when comparing libraries. Simple examples of hypo-
thetical, alternatively spliced genes showed that the change in expres-
sion could be drastically different from the change in raw read count 
(Fig. 1). We compared expression levels from two popular raw count 
schemes to changes in gene expression in simulation experiments. 
When all of a gene’s isoforms are up- or downregulated between two 
conditions, raw count methods recover true change in gene expres-
sion. However, when some isoforms are upregulated and others 
downregulated, raw count methods are inaccurate (Supplementary 
Fig. 1). In contrast, gene expression levels calculated by isoform 
deconvolution correlated well with true gene expression even when 
relative abundance of the isoforms changed between conditions. Thus, 
identifying accurate, statistically significant expression changes at the 
resolution level of genes requires transcript-level calculations.

Cuffdiff 2
Cuffdiff 2 assumes that the expression of a transcript in each condi-
tion can be measured by counting the number of fragments generated 
by it. Thus, a change in the expression level of a transcript is measured 
by comparing its fragment count in each condition. If the chance of 
seeing a change in this count is small enough under an appropriate 
statistical model of the inherent variability in this count (say with 
odds of 1 in 100), the transcript is deemed significantly differentially 
expressed. Choosing a model that adequately controls for variability  
in sequencing depth, biological noise and splicing structure has 
been the subject of debate19. Under one of the simplest models, the 
Poisson model, the variability is estimated by calculating the mean 
count across replicates, which allows one to calculate a P-value for 
any observed changes in a transcript’s fragment count.

The Poisson model is computationally simple, but it fails to account 
for two key issues that arise in differential analysis—count uncertainty 
and count overdispersion. Count uncertainty refers to the observa-
tion that in RNA-seq experiments it is common for up to 50% of 
reads to map ambiguously to different transcripts29. This happens 
because in higher eukaryotes alternative isoforms of most genes share 
large amounts of sequence, and many genes have paralogs with high 
sequence similarity. As a result, the fragment counts for individual 
transcripts cannot be calculated exactly and must be estimated. Count 
overdispersion refers to the fact that experiments that produce count 
data are often more variable across replicates than what is expected 
according to a Poisson distribution17,20.

Our method (Fig. 2) addresses both of these issues by modeling 
how variability in measurements of a transcript’s fragment count 
depends on both its expression and its splicing structure. Previous 
studies observed that overdispersion in RNA-seq experiments 
increases with expression and proposed the negative binomial dis-
tribution as a means of controlling for it17,22. In contrast, ambiguity 
in mapping fragments to transcripts manifests itself in measurement 
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Figure 1 Changes in fragment count for a gene does not necessarily equal a change in expression. (a) Simple read-counting schemes sum the fragments 
incident on a gene’s exons. The exon-union model counts reads falling on any of a gene’s exons, whereas the exon-intersection model counts only reads 
on constitutive exons. (b) Both of the exon-union and exon-intersection counting schemes may incorrectly estimate a change in expression in genes with 
multiple isoforms. The true expression is estimated by the sum of the length-normalized isoform read counts. The discrepancy between a change in the union 
or intersection count and a change in gene expression is driven by a change in the abundance of the isoforms with respect to one another. In the top row, 
the gene generates the same number of reads in conditions A and B, but in condition B, all of the reads come from the shorter of the two isoforms, and thus 
the true expression for the gene is higher in condition B. The intersection count scheme underestimates the true change in gene expression, and the union 
scheme fails to detect the change entirely. In the middle row, the intersection count fails to detect a change driven by a shift in the dominant isoform for the 
gene. The union scheme detects a shift in the wrong direction. In the bottom row, the gene’s expression is constant, but the isoforms undergo a complete 
switch between conditions A and B. Both simplified counting schemes register a change in count that does not reflect a change in gene expression.
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Transcriptome analysis of human tissues and cell
lines reveals one dominant transcript per gene
Mar Gonzàlez-Porta1, Adam Frankish2, Johan Rung1, Jennifer Harrow2 and Alvis Brazma1*

Abstract

Background: RNA sequencing has opened new avenues for the study of transcriptome composition. Significant
evidence has accumulated showing that the human transcriptome contains in excess of a hundred thousand
different transcripts. However, it is still not clear to what extent this diversity prevails when considering the relative
abundances of different transcripts from the same gene.

Results: Here we show that, in a given condition, most protein coding genes have one major transcript expressed
at significantly higher level than others, that in human tissues the major transcripts contribute almost 85 percent to
the total mRNA from protein coding loci, and that often the same major transcript is expressed in many tissues.
We detect a high degree of overlap between the set of major transcripts and a recently published set of
alternatively spliced transcripts that are predicted to be translated utilizing proteomic data. Thus, we hypothesize
that although some minor transcripts may play a functional role, the major ones are likely to be the main
contributors to the proteome. However, we still detect a non-negligible fraction of protein coding genes for which
the major transcript does not code a protein.

Conclusions: Overall, our findings suggest that the transcriptome from protein coding loci is dominated by one
transcript per gene and that not all the transcripts that contribute to transcriptome diversity are equally likely to
contribute to protein diversity. This observation can help to prioritize candidate targets in proteomics research and
to predict the functional impact of the detected changes in variation studies.

Keywords: splicing, transcriptome, gene expression, RNA-seq

Background
Although there are fewer than 22,000 protein coding
genes known in the human genome, they are transcribed
into over 140,000 different transcripts (Ensembl release
66 [1]), over 65% of which have protein coding potential
and thus may contribute to protein diversity. Recently,
applications of high throughput sequencing to RNA,
known as RNA-seq [2], have opened new avenues for the
study of transcriptome composition [3]. RNA-seq is
based on sequencing short fragments, thus making the
precise reconstruction of full-length transcripts a difficult
task; nevertheless, several methods have been developed
to deconvolute transcript abundance [4-6]. Significant
evidence has accumulated showing that approximately

95% of multiexon genes have more than one alternative
splice-form expressed (for example, [4,7-9]) and that
transcript expression is regulated [10,11]. On the other
hand, focusing on EST data, Taneri et al. [12] predicted
that there is a single dominant transcript per gene in pri-
mary tissues. Recently, the ENCODE project [13] showed
that indeed, in cell lines most genes have a major tran-
script, although at the same time noted that ‘genes tend
to express many transcripts simultaneously, and as the
number of annotated transcripts per gene grows, so does
the number of expressed transcripts’. However, despite
these observations, it is still not clear if and to what
extent major transcripts are dominating the transcrip-
tome and what proportion of the transcript diversity is
likely to contribute to protein diversity. In addition, given
the notable differences in gene expression between pri-
mary tissues and cell lines [11,14], transcriptome analysis
in cell lines can be extended to primary tissues only to
some extent.
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Data analysis pipelines for RNA-seq 
differential expression 

Nature Protocols September 2013 (preprint 
at http://arxiv.org/pdf/1302.3685v3.pdf)  
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TopHat and Cufflinks are both operated through the UNIX shell. 
No graphical user interface is included. However, there are now 
commercial products and open-source interfaces to these and other 
RNA-seq analysis tools. For example, the Galaxy Project18 uses a 
web interface to cloud computing resources to bring command-
line–driven tools such as TopHat and Cufflinks to users without 
UNIX skills through the web and the computing cloud.

Alternative analysis packages
TopHat and Cufflinks provide a complete RNA-seq workflow, but 
there are other RNA-seq analysis packages that may be used instead 
of or in combination with the tools in this protocol. Many alterna-
tive read-alignment programs19–21 now exist, and there are several 
alternative tools for transcriptome reconstruction22,23, quantifica-
tion10,24,25 and differential expression26–28 analysis. Because many of 
these tools operate on similarly formatted data files, they could be 
used instead of or in addition to the tools used here. For example, 
with straightforward postprocessing scripts, one could provide 
GSNAP19 read alignments to Cufflinks, or use a Scripture22 tran-
scriptome reconstruction instead of a Cufflinks one before differ-
ential expression analysis. However, such customization is beyond 
the scope of this protocol, and we discourage novice RNA-seq users 
from making changes to the protocol outlined here.

This protocol is appropriate for RNA-seq experiments on organ-
isms with sequenced reference genomes. Users working without a 
sequenced genome but who are interested in gene discovery should 
consider performing de novo transcriptome assembly using one 
of several tools such as Trinity29, Trans-Abyss30 or Oases (http://
www.ebi.ac.uk/~zerbino/oases/). Users performing expression ana-
lysis with a de novo transcriptome assembly may wish to consider 
RSEM10 or IsoEM25. For a survey of these tools (including TopHat 
and Cufflinks) readers may wish to see the study by Garber et al.12, 
which describes their comparative advantages and disadvantages 
and the theoretical considerations that inform their design.

Overview of the protocol
Although RNA-seq experiments can serve many purposes, we 
describe a workflow that aims to compare the transcriptome pro-
files of two or more biological conditions, such as a wild-type versus 
mutant or control versus knockdown experiments. For simplicity, 
we assume that the experiment compares only two biological con-
ditions, although the software is designed to support many more, 
including time-course experiments.

This protocol begins with raw RNA-seq reads and concludes with 
publication-ready visualization of the analysis. Figure 2 highlights 
the main steps of the protocol. First, reads for each condition are 
mapped to the reference genome with TopHat. Many RNA-seq 
users are also interested in gene or splice variant discovery, and the 
failure to look for new transcripts can bias expression estimates 
and reduce accuracy8. Thus, we include transcript assembly with 

Cufflinks as a step in the workflow (see Box 1 for a workflow that 
skips gene and transcript discovery). After running TopHat, the 
resulting alignment files are provided to Cufflinks to generate a 
transcriptome assembly for each condition. These assemblies are 
then merged together using the Cuffmerge utility, which is included 
with the Cufflinks package. This merged assembly provides a uni-
form basis for calculating gene and transcript expression in each 
condition. The reads and the merged assembly are fed to Cuffdiff, 
which calculates expression levels and tests the statistical signifi-
cance of observed changes. Cuffdiff also performs an additional 
layer of differential analysis. By grouping transcripts into biologi-
cally meaningful groups (such as transcripts that share the same 
transcription start site (TSS)), Cuffdiff identifies genes that are dif-
ferentially regulated at the transcriptional or post-transcriptional 
level. These results are reported as a set of text files and can be 
displayed in the plotting environment of your choice.

We have recently developed a powerful plotting tool called 
CummeRbund (http://compbio.mit.edu/cummeRbund/), which 
provides functions for creating commonly used expression plots 
such as volcano, scatter and box plots. CummeRbund also han-
dles the details of parsing Cufflinks output file formats to con-
nect Cufflinks and the R statistical computing environment. 
CummeRbund transforms Cufflinks output files into R objects 
suitable for analysis with a wide variety of other packages available 
within the R environment and can also now be accessed through the 
Bioconductor website (http://www.bioconductor.org/).

This protocol does not require extensive bioinformatics exper-
tise (e.g., the ability to write complex scripts), but it does assume 
familiarity with the UNIX command-line interface. Users should 

Cufflinks package

Cuffcompare
  Compares transcript assemblies to annotation

Cuffmerge
  Merges two or more transcript assemblies

Cuffdiff
  Finds differentially expressed genes and transcripts 
  Detects differential splicing and promoter use

TopHat
Aligns RNA-Seq reads to the genome using Bowtie

Discovers splice sites

CummeRbund
Plots abundance and differential 
expression results from Cuffdiff

Bowtie
Extremely fast, general purpose short read aligner

Cufflinks
  Assembles transcripts

Figure 1 | Software components used in this protocol. Bowtie33 forms the 
algorithmic core of TopHat, which aligns millions of RNA-seq reads to the 
genome per CPU hour. TopHat’s read alignments are assembled by Cufflinks 
and its associated utility program to produce a transcriptome annotation of 
the genome. Cuffdiff quantifies this transcriptome across multiple conditions 
using the TopHat read alignments. CummeRbund helps users rapidly explore 
and visualize the gene expression data produced by Cuffdiff, including 
differentially expressed genes and transcripts.

NATURE BIOTECHNOLOGY  VOLUME 29   NUMBER 7   JULY 2011 645

complexity of overlaps between variants. Finally, Butterfly (Fig. 1c) 
analyzes the paths taken by reads and read pairings in the context of 
the corresponding de Bruijn graph and reports all plausible transcript 
sequences, resolving alternatively spliced isoforms and transcripts 
derived from paralogous genes. Below, we describe each of Trinity’s 
modules.

Inchworm assembles contigs greedily and efficiently
Inchworm efficiently reconstructs linear transcript contigs in six steps 
(Fig. 1a). Inchworm (i) constructs a k-mer dictionary from all sequence 
reads (in practice, k = 25); (ii) removes likely error-containing k-mers 
from the k-mer dictionary; (iii) selects the most frequent k-mer in the 
dictionary to seed a contig assembly, excluding both low-complexity 

For transcriptome assembly, each path in the graph represents a possible 
transcript. A scoring scheme applied to the graph structure can rely on 
the original read sequences and mate-pair information to discard non-
sensical solutions (transcripts) and compute all plausible ones.

Applying the scheme of de Bruijn graphs to de novo assembly of 
RNA-Seq data represents three critical challenges: (i) efficiently con-
structing this graph from large amounts (billions of base pairs) of raw 
data; (ii) defining a suitable scoring and enumeration algorithm to 
recover all plausible splice forms and paralogous transcripts; and (iii) 
providing robustness to the noise stemming from sequencing errors 
and other artifacts in the data. In particular, sequencing errors would 
introduce a large number of false nodes, resulting in a massive graph 
with millions of possible (albeit mostly implausible) paths.

Here, we present Trinity, a method for the 
efficient and robust de novo reconstruction of 
transcriptomes, consisting of three software 
modules: Inchworm, Chrysalis and Butterfly, 
applied sequentially to process large volumes 
of RNA-Seq reads. We evaluated Trinity on 
data from two well-annotated species—one 
microorganism (fission yeast) and one mam-
mal (mouse)—as well as an insect (the whitefly 
Bemisia tabaci), whose genome has not yet been 
sequenced. In each case, Trinity recovers most 
of the reference (annotated) expressed tran-
scripts as full-length sequences, and resolves 
alternative isoforms and duplicated genes, per-
forming better than other available transcrip-
tome de novo assembly tools, and similarly to 
methods relying on genome alignments.

RESULTS
Trinity: a method for de novo 
transcriptome assembly
In contrast to de novo assembly of a genome, 
where few large connected sequence graphs 
can represent connectivities among reads 
across entire chromosomes, in assembling 
transcriptome data we expect to encounter 
numerous individual disconnected graphs, 
each representing the transcriptional com-
plexity at nonoverlapping loci. Accordingly, 
Trinity partitions the sequence data into these 
many individual graphs, and then processes 
each graph independently to extract full-
length isoforms and tease apart transcripts 
derived from paralogous genes.

In the first step in Trinity, Inchworm 
assembles reads into the unique sequences of 
transcripts. Inchworm (Fig. 1a) uses a greedy 
k-mer–based approach for fast and efficient 
transcript assembly, recovering only a single 
(best) representative for a set of alternative 
variants that share k-mers (owing to alterna-
tive splicing, gene duplication or allelic varia-
tion). Next, Chrysalis (Fig. 1b) clusters related 
contigs that correspond to portions of alterna-
tively spliced transcripts or otherwise unique 
portions of paralogous genes. Chrysalis then 
constructs a de Bruijn graph for each cluster 
of related contigs, each graph reflecting the 
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Figure 1  Overview of Trinity. (a) Inchworm assembles the read data set (short black lines, top) by 
greedily searching for paths in a k-mer graph (middle), resulting in a collection of linear contigs (color 
lines, bottom), with each k-mer present only once in the contigs. (b) Chrysalis pools contigs (colored 
lines) if they share at least one k – 1-mer and if reads span the junction between contigs, and then it 
builds individual de Bruijn graphs from each pool. (c) Butterfly takes each de Bruijn graph from Chrysalis 
(top), and trims spurious edges and compacts linear paths (middle). It then reconciles the graph with 
reads (dashed colored arrows, bottom) and pairs (not shown), and outputs one linear sequence for each 
splice form and/or paralogous transcript represented in the graph (bottom, colored sequences).
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Coun6ng:	  a	  few	  considera6ons	  (gene-‐level)	  

Mark D. Robinson, IMLS, bio Page	  5	  

All the downstream statistical 
methods start with a count table. 
 
 
-  annotation-based? What about 

novel genes? 
-  gene-level versus transcript-

level? versus exon-level? 
-  ambiguities 
 

http://www-huber.embl.de/users/anders/HTSeq/doc/overview.html 
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Sampling	  reads	  from	  popula6on	  of	  
DNA	  fragment	  is	  mul6nomial	  

• 	  Take	  sample	  
• 	  Sequence	  DNA	  

Library	  1	  

Gene	  1 	   	  λ1	  
Gene	  2 	   	  λ2	  
Gene	  3 	   	  λ3	  
Gene	  4 	   	  λ4	  
Gene	  5 	   	  λ5	  
Gene	  6 	   	  λ6	  
…	  

DNA	  
populaLon	  
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For	  a	  single	  gene,	  it’s	  a	  coin	  toss,	  	  
i.e.	  Binomial	  	  

Library	  1	  

	  
	  
…	  
Gene	  i 	   	  λi	  
…	  

Yi	  ~	  Binomial(	  M,	  λi	  )	  
	  
Yi	   	  -‐	  observed	  number	  of	  reads	  for	  gene	  i	  
M 	  -‐	  total	  number	  of	  sequences	  
λi	   	  -‐	  proporLon	  	  
	  
Large	  M,	  small	  λi	  	  approximated	  well	  by	  Poisson(	  μi	  =	  Mλi	  )	  
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Technical	  replica6on	  versus	  biological	  
replica6on	  

Sample	  1	  

Sample	  2	  

Independent	  DNA	  populaLons	  from	  
same	  experimental	  condiLon	  
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Mean-‐Variance	  plots:	  	  What	  we	  see	  in	  real	  data	  

mean=variance	  	  
(Poisson	  assumpLon)	  Data	  from	  Parikh	  et	  al.	  

Genome	  Biology	  2010	  
Data	  from	  Marioni	  et	  al.	  Genome	  Research	  2008	  

Technical	  replicates 	  	   	  	  	  	  	  	  	  Biological	  replicates 	  	  
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Normaliza6on:	  “Composi6on”	  or	  
“Diversity”	  can	  affect	  read	  depth	  

•  HypotheLcal	  example:	  Sequence	  6	  
libraries	  to	  the	  same	  depth,	  with	  
varying	  levels	  of	  unique-‐to-‐sample	  
counts	  

•  Read	  depth	  is	  affected	  not	  only	  by	  
expression	  (and	  length),	  but	  also	  
expression	  levels	  of	  other	  genes	  	  

•  ComposiLon	  can	  induce	  (someLmes	  
significant)	  differences	  in	  counts	  

Red=low,	  goldenyellow=high	  

Robinson	  and	  Oshlack	  (2010)	  Genome	  Biology	  
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Model assumptions 

Poisson describes technical variation: 

Yij ~ Pois( Mj * λij ) 

mean(Yij)= variance(Yij) = Mj * λij 

Negative binomial models biological variability using the dispersion 
parameter ϕ: 

Yij ~ NB( μij=Mj * λij  , ϕi ) 

Same mean, variance is quadratic in the mean: 

variance( Yij ) = μij ( 1 + μij ϕi ) 

Mj  = library size  
λij = relative abundance of  
         feature i 
 

Critical parameter to estimate: dispersion 
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edgeR dispersion estimation: 
moderate towards trend 

Data:  
Tuch et al.,  
2008 

Mouse 
hemapoeitic 
stem cells, 
(Samir Taoudi) 

Mouse lymphomas 
(Stan Lee) 

Advantage: share 
information, but genes 
are allowed to have 
their own variance. 

Davis McCarthy 
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Flexibility for various experimental designs:  
Generalized linear modeling 

Response: negative binomial with dispersion 
fixed (to make it in the exponential family). 
Link function (relate mean of response to linear 
combination of parameters) 
For example: 
 
 
 
 
Applicability to a wide range of designs 

X  – design matrix 
ln()  – link function 
β  – parameters 

McCarthy et al. 2012, NAR 
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•  Converts	  discrete	  
counts	  to	  (log-‐cpm)	  

•  Removes	  trend	  in	  the	  
variance	  of	  counts	  

•  EsLmate	  variances	  and	  
use	  inverse	  as	  weight	  

Voom:	  precision	  weights	  unlock	  linear	  model	  analysis	  tools	  for	  RNA-‐seq	  read	  counts.	  Law	  et	  al.	  
2014.	  Genome	  Biology.2014,	  15:R29.	  

Voom	  method	  

(slide from Charity Law) 
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Simulation-
based 
comparisons: 
do methods 
achieve their 
FDRs? 

Zhou et al., NAR, 2014 
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Simulation-
based 
comparisons: 
do methods 
achieve their 
FDRs? 

Zhou et al., NAR, 2014 
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Beyond	  differen6al	  expression:	  differen6al	  
splicing	  
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Coun6ng:	  a	  few	  considera6ons	  (exon-‐level)	  

Mark D. Robinson, IMLS, UZH Page	  18	  

derived from a single colorectal tumor resistant to a drugwith a cell
line derived from a single tumor sensitive to the drug. This
method, too, cannot be applied to replicated samples. Trapnell
et al. (2010), when presenting the Cufflinks/Cuffdiff tool chain,
compared consecutive time points, using data from one sample for
each time point. The Cuffdiff software tool, in the version de-
scribed in the paper, can only process pairs of samples without
replicates. Brooks et al. (2010) used replicates but did not use them
to assess biological variability because they used amodified version
of the method of Wang et al. (2008). A notable instance in which
biological variation was accounted for in the statistical analysis is
the work of Blekhman et al. (2010). However, their method relies
on the availability of a moderate-to-large number of samples, and
no software implementation was provided.

The importance of accounting for biological variation has
been pointed out by Baggerly et al. (2003) and recently by Hansen
et al. (2011). Methods to do so when inferring differential expres-
sion were suggested by Baggerly et al. (2003) and Lu et al. (2005).
Subsequently, Robinson and coworkers presented the edgeR
method (Robinson and Smyth 2007, 2008; Robinson et al. 2010b),
which introduced the use of the negative binomial distribution to
RNA-seq analysis. Robinson et al. (2010a) extended edgeR with
generalized linear models (GLMs) and the Cox-Reid dispersion
estimator, discussed below. The basic approach of using exon–
condition interactions in linear or generalized linear models to
detect differential exon usage has been explored before by Cline
et al. (2005) and Purdom et al. (2008) for exon microarrays and by
Blekhman et al. (2010) for RNA-seq data. Our method can be seen
as a further development of these approaches that also incor-
porated ideas from DESeq (Anders and Huber 2010).

In this article, we first explain the proposed statistical in-
ference procedure and then use it to reanalyze published data
sets by Brooks et al. (2010), by Brawand et al. (2011), and by The
ENCODE Project Consortium (2011). In the Discussion, we elabo-
rate on the observation that most published methods are unable to
account for biological variation, focusing on the analysis provided
by Brooks et al. (2010) for their data (which is based on the method
of Wang et al. 2008), and illustrate how this leads to unreliable re-
sults. Finally, we compareDEXSeqwith the one competing tool that
claims to account for biological variation, namely, the new versions
of Cuffdiff.

Method

Preparation: Flattening gene models and counting reads

The initial step of an analysis is the alignment of the sequencing
reads to the genome. Here, it is important to use a tool capable of
properly handling reads that straddle introns. Then, transcriptome
annotation with coordinates of exon boundaries is required. For
model organisms, reference genemodel databases as provided, e.g.,
by Ensembl (Flicek et al. 2011), may be used. In addition, such a
reference may be augmented by information retrieved from the
RNA-seq data set that is being studied. Garber et al. (2011) review
tools for the above tasks.

The central data structure for ourmethod is a table that, in the
simplest case, contains for each exon of each gene the number of
reads in each sample that overlap with the exon. Special attention
is needed, however, if an exon’s boundary is not the same in all
transcripts. In such cases, we cut the exon in two or more parts
(Fig. 1). We use the term ‘‘counting bin’’ to refer to exons or parts
of exons derived in this manner. Note that a read that overlaps

with several counting bins of the same gene is counted for each
of these.

Model and inference

Wedenote by kijl the number of reads overlapping counting bin l of
gene i in sample j. We interpret kijl as a realization of a random
variableKijl. The number of samples is denoted bym, i.e., j = 1, . . .,m.

We write mijl for the expected value of the concentration of
cDNA fragments contributing to counting bin l of gene i, and relate
the expected read count E(Kijl) to mijl via the size factor sj, which
accounts for the depth that sample j was sequenced: E(kijl) = sjmijl.
Note that sj depends only on j, i.e., the differences in sequencing
depth are assumed to cause a linear scaling of the read counts. We
estimate the size factors with the samemethod as inDESeq (Anders
and Huber 2010; for details, please see Supplemental Note S.1).

A generalized linear model

We use generalized linear models (GLMs) (McCullagh and Nelder
1989) to model read counts. Specifically, we assume Kijl to follow
a negative binomial (NB) distribution:

Kijl ;NB mean= sjmijl;dispersion=ail

! "
; ð1Þ

where ail is the dispersion parameter (a measure of the distribu-
tion’s spread; see below) for counting bin (i, l), and the mean is
predicted via a log-linear model as

logmijl =b
G
i +bE

il +b
C
irj
+bEC

irj l
: ð2Þ

The negative binomial distribution in Equation 1 has been
useful in many applications of count data regression (Cameron
and Trivedi 1998). It can be seen as a generalization of the Poisson
distribution: For a Poisson distribution, the variance v is equal to
themean m, while for the negative binomial, the variance is v = m +

am2, with the dispersion a describing the squared coefficient
of variation in excess of the Poisson case. Lu et al. (2005) and
Robinson and Smyth (2007) motivated the use of the NB distri-
bution for SAGE and RNA-seq data; we briefly summarize their
argument in Supplemental Note S.2.

We fit onemodel for each gene i, i.e., the index i in Equation 2
is fixed. The linear predictor mijl is decomposed into four factors
as follows: bG

i represents the baseline expression strength of gene
i. bE

il is (up to an additive constant) the logarithm of the expected
fraction of the reads mapped to gene i that overlap with counting
bin l. bC

irj
is the logarithm of the fold change in overall expression

Figure 1. Flattening of gene models: This (fictional) gene has three
annotated transcripts involving three exons (light shading), one of which
has alternative boundaries. We form counting bins (dark shaded boxes)
from the exons as depicted; the exon of variable length gets split into two
bins.
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Method

Detecting differential usage of exons from
RNA-seq data
Simon Anders,1,2 Alejandro Reyes,1 and Wolfgang Huber
European Molecular Biology Laboratory, 69111 Heidelberg, Germany

RNA-seq is a powerful tool for the study of alternative splicing and other forms of alternative isoform expression.
Understanding the regulation of these processes requires sensitive and specific detection of differential isoform abun-
dance in comparisons between conditions, cell types, or tissues. We present DEXSeq, a statistical method to test for dif-
ferential exon usage in RNA-seq data. DEXSeq uses generalized linear models and offers reliable control of false discoveries
by taking biological variation into account. DEXSeq detects with high sensitivity genes, and in many cases exons, that are
subject to differential exon usage. We demonstrate the versatility of DEXSeq by applying it to several data sets. The method
facilitates the study of regulation and function of alternative exon usage on a genome-wide scale. An implementation of
DEXSeq is available as an R/Bioconductor package.

[Supplemental material is available for this article.]

In higher eukaryotes, a single gene can give rise to a multitude of
different transcripts (isoforms) by varying the usage of splice sites,
transcription start sites, and polyadenylation sites. We are only
beginning to understand which part of this diversity is functional
(for recent reviews, see, e.g., Nilsen and Graveley 2010; Grabowski
2011). High-throughput sequencing of mRNA (RNA-seq) promises
to become an important technique for the study of alternative
isoform regulation, especially in comparisons between different
tissues or cell types, or between cells in different environmental
conditions or with different genetic backgrounds.

Shotgun sequencing

The median length of human transcripts is 2186 nt, with the
longest transcripts having sizes of up to 101,206 nt. (These num-
bers are based on UCSC hg19 annotation.) An ideal RNA-seq
technology would produce sequence reads that directly corre-
spond to full-length transcripts. Current implementations of RNA-
seq, however, use shorter reads and use a shotgun sequencing ap-
proach. For instance, Illumina’s HiSeq 2000 produces reads of
length 100 nt, which are typically paired so that they cover the two
ends of shotgun fragments of lengths between 200 and 500 nt.

Approaches to the analysis of such data may be grouped into
three main categories. First, in an approach that is reminiscent of
microarray expression profiling, one simply counts the fragments
from each gene locus, irrespective of transcript isoform, tomeasure
each gene’s overall expression strength in each experimental
sample. Several methods have been published for the detection of
statistically significant differences in such count values across
conditions, including edgeR (Robinson et al. 2010b),DESeq (Anders
and Huber 2010), and baySeq (Hardcastle and Kelly 2010).

Second, one tries to assemble the fragments into full-length
transcripts, using the fragment coverage to estimate each tran-
script’s expression strength in each of the samples. This approach
has been pursued by Jiang and Wong (2009), Trapnell et al.

(2010), and Turro et al. (2011). Of these, only Trapnell et al. (2010)
attempt inference of differential expression by comparing be-
tween these estimates. Such inference is challenging, due to un-
certainties from the assembly step. In addition, the accumulation
of uncertainties might lead to less inferential power for certain
types of questions than the third category of approaches, as is
shown in the following.

Third, one avoids the assembly step and looks for differences
across conditions between quantities that are directly observable
from the shotgun data, such as the (relative) usage of each exon.
This is the approach that is described in this article.

Transcript inventory versus differential expression

Shotgun RNA-seq data can be used both for identification of tran-
scripts and for differential expression analysis. In the former, one
annotates the regions of the genome that can be expressed, i.e., the
exons, and how the pre-mRNAs are spliced into transcripts. In
differential expression analysis, one aims to study the regulation of
these processes across different conditions. For the method de-
scribed here, we assume that a transcript inventory has already
been defined, and focus on differential expression.

Biological variability

If our aim is to make a statement about the regulation of a bio-
logical process across different conditions with some generality,
rather than only making statements about singular biological
samples, then a suitable level of replication in the data is needed.
While thismay be obvious to a reader unfamiliar with the field, it is
noteworthy that most methods suggested so far for the study of
alternative isoform regulation (AIR) have evaded this point. Wang
et al. (2008) presented a method for inference of differential exon
usage based on 23 2 contingency tables of read counts and Fisher’s
exact test. As we show in the Discussion, this method cannot ac-
count for biological variability, and in fact, the data used to dem-
onstrate the method comprised only a single sample per tissue
type. In follow-up work, Katz et al. (2010) refined this method
(now termed MISO); however, they still compared only a single
knockdown sample with a single control sample and made no at-
tempt to address biological variability. Griffith et al. (2010) dem-
onstrate their ALEXA-seq analysis method by comparing a cell line
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